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ABSTRACT 

In this paper, we study a new approach for solving linear fractional programming problem by converting 

it into a single Linear Programming Problem, which can be solved by using any type of linear fractional 

programming technique. In the objective function of a linear fractional programming problem, if β is 

negative, the available methods are failed to solve, while our proposed method is capable of solving such 

problems. In the present paper, we propose a new method and develop ‘FORTRAN’ programs to solve the 

problem. The optimal linear fractional programming problem solution procedure is illustrated with 

numerical examples and also by a computer program. We also compare our method with other available 

methods for solving linear fractional programming problems. 

 

Keywords: Linear Programming, Linear Fractional Programming Problem, Computer Program. 

INTRODUCTION 

Various optimization problems in engineering and economics involve maximization (or 

minimization) of the ratio of physical or economic function, for instances cost/time, cost/volume, 

cost/benefit, profit/cost or other quantities measuring the efficiency of the system. Naturally, there 

is a need for generalizing the simplex technique for linear programming to the ratio of linear 

functions or to the case of the ratio of quadratic functions in such a situation. All these problems 

are fragments of a general class of optimization problems, termed in the literature as fractional 

programming problems. This field of Linear Fractional Programming was developed by 

Hungarian mathematician Matros in 1960. Several methods are proposed to solve this problem. 

Charnes and Kooper have proposed their method depended on transforming this, Linear Fractional 

Programming Problem to an equivalent linear program, they say the feasible region X is nonempty 

and bounded, cx +α and ax+β do not vanish simultaneously in S then they used the variable 

transformation y= tx, t ≥ 0 in such a way that dt + β= γ where γ ≠ 0 is a specified number and 

transform linear fractional programming to a linear programming problem. Multiplying the 

numerator and denominator and the system of inequalities by t and y= tx, t ≥ 0, they obtain two 

equivalent Linear Programming problems and name them as EP and EN. If EP or EN has an 

optimal solution and other is inconsistence, then linear fractional programming also has an optimal 

solution. If any of the two problems EP or EN is unbound, then linear fractional programming is 

also unbound. On the other hand, the simplex type algorithm is introduced by Swarup and Swarup, 

Gupta and Mohan.  
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In that method one needs to compute ∆j= Z
2 (cj – Zj

1)-Z1 (dj-Zj
2) 

In each step and continues this process until the value of j satisfying the required condition. We 

see that it has to deal with the ratio of two linear functions, that’s why its computational process 

is complicated and also when the constraints are not in canonical form then it becomes lengthy. 

But to solve a sequence of problems sometimes may need many iterations and at some cases say, 

dx + β ≥0 and cx + α <0 ∀x ∈ S, Bitran-Novae method is failed. Singh in his paper makes a useful 

study about the optimality condition in fractional programming. Tantawy develops a technique 

with the dual solution. 

     In this paper, our intent is to develop a new technique for solving any type of Linear Fractional 

Programming problem by converting it into a single linear programming problem because at some 

cases in the denominator and numerator when β is negative, available methods are failed to solve 

the linear fractional problem. We also develop a FORTRAN computer program for solving it and 

analyse the solution by numerical examples. 

MATHEMATICAL FORMULATION OF LINEAR PROGRAMMING AND 

LINEAR FRACTIONAL PROGRAMMING 

The mathematical expression of a general linear programming problem is as follows: 

 

 
Where one and only one of the signs (≤, =, ≥) holds for each constraint and the sign may vary from 

one constraint to another. Here cj (j = 1, 2,…n) are called profit (or cost) coefficients, xj (j= 1, 

2,…n) are called decision variables. The set of feasible solution to the linear programming 

problem is 

    

S={(ᵡ1,ᵡ2…,ᵡn)
T :(ᵡ1,ᵡ2,….ᵡn)ε Rn} and (ᵡ1,ᵡ2,…,ᵡn)

T 

 

The set S is called the constraints set, feasible set or feasible region of Linear Programming. 

In matrix vector notation the above problem can be expressed as:  

Maximize (or Minimize)    Z=cx 

Subject to Ax (≤, =, ≥) b 

              X ≥ 0; b≥0 

where A is an m×n matrix, x is an n×1 column vector, b is an m×1 column vector and c is a 1× n 

row vector,  b∈Rm ; x,c∈Rn. 
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The mathematical formulation of a Linear Fractional Programming (in matrix vector notation) is 

as follows: 

 

    
where A is an m×n matrix, x is an n×1 column vector, b is an m×1 column vector and c is a 1× n 

row vector, b ∈ Rm ; x,c,d ∈Rn ; α, β ∈ R. 

 

Solving Linear Fractional Programming by Our Method 

If c ≠ 0 and d ≠ 0, we assume that the feasible reason {x ∈ Rn: Ax ≤ b, x≥0} is nonempty and 

bounded and the denominator dx + β ≠ 0. 

     We convert the Linear Fractional Programming into a Linear Programming in the following 

way assuming that β ≠ 0. 

 

Case 1: β>0 

 For objective function, 
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CALCULATION FOR THE UNKNOWN VARIABLE OF THE LINEAR 

FRACTIONAL PROGRAMMING 

Form the above Linear Programming, we get 

  
         

     

This is our required optimal solution. Putting the value of x in the original objective function, we 

can get the optimal value. 

 

Case 2: β < 0, α ≥ 0 

 

 For objective function,    
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Case 3: β < 0, α < 0 

 For objective function:  

 
For constraints, following the same procedure as above, we get 

                    

                             K1y≤L1 

               Where K1= Aβ-bd, L1=b. 

ALGORITHM 

     

        If β > 0 then  
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NUMERICAL EXAMPLES 

              Here we illustrate some numerical examples to demonstrate our method 

              Example: 1 
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 Now we get the following Table (Table A and Table B): 

   

  Table A. initial table for Example 1 

 

 

 

Table B. Final table for Example: 

 

CB cj    
5

2
     

1

2
      0      0      0   b 

   Basis      Y1      Y1       S1        S2      S3  

    0     S1       0       1      1        0       0 1

4
 

    
5

2
    Y1       1       

23

11  
       0       

1

11
       0 7

11
 

    0    S3        0 52

11
 

0 
−

3

11
 

       1 12

11
 

            _ 

cj=cj-Ej    

       0 
−

52

11
 

   0 
−

5

22
 

       0  

 

 

 

 

 

 

 

 

CB     Cj 5

2
 

1

2
 

     0       0      0    b 

  Basis     Y1     Y1     S1     S2     S3  

      0     S1     0      1       1       0     0 1

4
 

     0      S2     11      23       0     0     0       7 

      0       S3      3      11       0     0     1       3 

        _   

cj=cj-Ej 

     
5

2
       

1

2
       0      0     0  
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So we have, y1 =
7

11
, y2=0 

 
 

 

 

Putting this value in the original objective function, we have 

 

Min   ℤ= 
−2×7+0+2

7+3×0+4
 = - 

12

11
 

 

Now, we solve the above problem by computer program. 

 

Output: 

Minimum value of the Objective Function = −1.090909 

   X1 =7.000000; 

   X2   =0.000000. 

 We see that our hand calculation result and computer oriented solution is the same.  

 This shows that our computer program is correct 

 

 

 Charnes and Kooper Bitran and Novae Swarup Our Method 

  EN 1 iteration and inconsistent 1st LP iterations  2 iterations with 

clumsy 

calculations of 

LFP 

2 iterations with easy 

calculations of LP 

  EP 2 iterations in phase 1 

1 iterations in Phase 2 

2nd LP-2 iterations    
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Example 2: 

 

         
 Subject to 2x1-2x2  ≤ 3 

                  3x1+2x2 ≤ 2 

                  x1, x2 ≥ 0 

 

 
 

Subject to 10y1 -25y2 + s1 =3 

                   10y1 + 5y1 + S2 =1 

                    y1, y2, s1, s2 ≥ 0 
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Now we get the following tables (Table C and Table D): 

 

Table C. initial table for Example 2. 

Cn Cj -5 𝟏𝟑

𝟐
 

   0       0     b 

   Basis     y1      y2       s1       s2  

      0      s1      10     -25        1        0       3 

      0       y2        10       5       0         1        1 

 _ 

cj    = cj -Ej 

       -5      
13

2
       0        0  

 

 

Table D. Final table for Example 2. 

    CB     Cj        -5 𝟏𝟑

𝟐
 

        0       0      b 

    Basis       y1       y2         s1         s2  

      0       s1       40        0         1         5        8 

      
13

2
        y1       2         1         0         

1

5
         

1

5
 

 _ 

cj=cj -Ej 

      -18         0          0      
−13

10
  

  

 

So we have y1 = 0, y2 = 
1

5
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Putting this value in the original objective function, we have 

 

Maximum   Z = 
6×0−5×1−4

2×0+3×1−8
 = 

9

5
 

 

Using computer program, we get the following result. 

Output: 

Maximum value of the Objective Function = 1.800000. 

X1 = 0.000000; 

X2 = 0.000000. 

 

COMPARISON 

In this section, we compare our method with all other available methods and we find that our 

method is better than any other available method. The reasons are as follows: 

* We can solve any type of linear fractional programming problems by this methodology. 

* We can easily transfer the LFP problem into a LP problem. 

* Its computational steps are so easy from other methods. 

* In this method, we need to solve one LP but by other methods one needs to solve more than 

one LP, and thus our method saves valuable time. 

* The final result converges quickly in this method. 

* In this method there is one restriction that is β ≠ 0. 

*In some cases of the denominator and numerator say, dx +  β > 0 and cx +  α <  0 ∀ x∈ X, where 

Btran - Novaes method fails and for the negative value of β all other existing methods are also 

failed, but our method is able to solve the problem very easily. 

* Using computer program, we get the optimal solution of the linear fractional programming 

problem very quickly. 

 

CONCLUSION 

In this paper, we have provided a new method for solving linear fractional programming problem. 

While all other existing methods are failed in the case of negative value of β, but our method can 

solve the problem vary easily. At first we transform the linear fractional programming problems 

into a linear programming and then solve it by using simplex method. Then we develop a 

computer program for solving such problems, and verify that our computer program is correct. 

We illustrate a number of numerical examples to demonstrate our method. After that we compare 

our method with other existing methods. We further conclude that the proposed concept will be 

helpful in solving real-life problems involving linear fractional programming problems in 

agriculture, production planning, financial and corporate planning, health care, hospital 

management, etc. Thus our newly developed method with computer program saves time and 

energy and is easy to apply. 

 

http://www.bharatpublication.com/journal-detail.php?jID=25/IJTSE


International Journal of Technology, Science and Engineering                                   ISSN: 2457-1016  

 

Vol. 1, Issue  I, Oct-Dec, 2017           http://www.bharatpublication.com/journal-detail.php?jID=25/IJTSE 

    

 

92 

 
BHARAT PUBLICATION 

REFERENCES 

     

[1] Hasan, M.B. and Acharjee, S. (2011) Solving LFP by Converting It into a Single LP. 

International Journal of Operations Research, 8, 1-14. 

[2] Bitran, G.R. and Novaes, A.J. (1973) Linear Programming with a Fractional Objective 

Function. Operations Research, 21, 22-29. http://dx.doi.org/10.1287/opre.21.1.22 

[3] Charnes, A. and Cooper, W.W. (1962) Programming with Linear Fractional Functions. Naval 

Research Logistics Quarterly, 9, 181-186. http://dx.doi.org/10.1002/nav.3800090303 

[4] Swarup, K., Gupta, P.K. and Mohan, M. (2003) Tracts in Operation Research. 11th Edition. 

[5] Martos, B. (1960) Hyperbolic Programming, Publications of the Research Institute for 

Mathematical Sciences. Hungarian Academy of Sciences, 5, 386-407 

[6] Sing, H.C. (1981) Optimality Condition in Fractional Programming. Journal of Optimization 

Theory and Applications, 33, 287-294. http://dx.doi.org/10.1007/BF00935552 

[7] Swarup, K. (1964) Linear Fractional Functional Programming. Operations Research, 13, 

1029-1036. http://dx.doi.org/10.1287/opre.13.6.1029 

[8] Tantawy, S. (2008) An Iterative Method for Solving Linear Fraction Programming Problem 

with Sensitivity Analysis. Mathematical and Computational Applications, 13, 147-151. 

[9] Martos, B. (1964) Hyperbolic Programming, Naval Research Logistics Quarterly, 11, 135-

155. 

http://www.bharatpublication.com/journal-detail.php?jID=25/IJTSE
http://dx.doi.org/10.1002/nav.3800090303
http://dx.doi.org/10.1007/BF00935552
http://dx.doi.org/10.1287/opre.13.6.1029

